Robust Multiple Speech Source Localization Based on Phase Difference Regression
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Abstract

Spatial aliasing is a challenging issue that faced by most multiple speech source localization methods. Small-size arrays are widely used to avoid or mitigate spatial aliasing. But they deteriorate the coherence in low frequencies and degrade the performance of localization. This paper proposes a phase difference regression method for multiple speech source localization on a planar array. The time delay histogram is firstly applied to classify the frequency bins into clusters that correspond to speech sources, and then, the phase difference regression is conducted on each cluster. Since the error of the phase difference is limited in the range of \([-\pi, \pi]\), the proposed method avoids the ambiguity in the period number of phase. Although conventional regression method considers the period number, it does not bring significant advantage over the proposed method. The experimental results confirm the superiority of the proposed method on large-size arrays.

Index Terms: Speech source localization, phase difference regression, time delay histogram, spatial aliasing.

1. Introduction

Multiple speech source localization is widely used in numerous applications such as speech enhancement, speech separation, and speech recognition [1]. A large number of methods are proposed to localize multiple speech sources based on the property of speech sparse distribution in the time-frequency (TF) domain. Based on this property, the multiple-source signal model can be simplified to the single-source model, so the Direction-of-arrival (DOA) of the bin-dominant source is easily derived from the simplified model at each bin. Many sparsity-based methods were presented in the past several decades [2] - [9].

In addition to the acoustic robustness, the spatial aliasing is a challenging issues that are faced by the sparsity-based methods. Limiting the inter-microphone space is a simple way to avoid spatial aliasing [6], [10], whereas the small space will deteriorate the coherence at some low frequencies [11]. Traversing all candidates and selecting the most optimal candidates is another way to resolve spatial aliasing [3], [12]. Nevertheless, for a large-size array, there are many microphone pairs, and the candidates from different pairs will form numerous combinations. Traversing all possible combinations may lead to heavy computational load. A closed-form method of spatial de-aliasing for multiple speech source localization has been presented for real-time speech source localization [13]. But this method does not perform well under serious aliasing condition or adverse environment. This paper proposes a method using phase difference regression which is specially designed for the periodic variable, so the spatial aliasing is avoided just by limiting the phase difference error between the straightforward phase difference and the DOA-derived phase difference to \([-\pi, \pi]\).

Although phase difference regression is widely utilized to localize speech sources [3], there are seldom methods reported to estimate DOA using planar arrays. The range of phase difference error is usually ignored in conventional methods.

The critical issue is to partition TF bins into several clusters, and then, the regression can be conducted on each cluster. Because the histogram analysis is a simple method to estimate DOAs with high spatial resolution and spatial anti-aliasing [14], the histogram analysis is used to determine the number of sources and estimate the initial DOAs. The time delays of each microphone pair are obtained by picking the peaks of the corresponding histogram of time delays at all times and all frequencies. These delays are combined to estimate the initial DOAs, which are chosen as the supervised information for bins classification. Eventually, the DOA of each source is estimated by means of regression over its associated phase differences.

2. Problem Formulation

Let us consider \(D\) speech sources that impinge on a \(K\)-element planar array in a far-field scenario. It is assumed that the size of the array aperture is small relative to the distance from the sources to the array. Speech signal has been shown to be sparsely distributed in the TF domain [15]. Based on this property, the signal received by the \(d\)th microphone is represented in frequency domain as

\[ Y_d(\omega_f) = e^{-j\varphi_{d,m}} S_d(\omega_f) + N_d(\omega_f), \quad f \in \{1, \ldots, F\}, \]

where

\[ d = \arg \max_{d \in \{1, D\}} |S_d(\omega_f)|, \]

where \(0 \leq \omega_f \leq 2\pi\) denotes the digital frequency, \(f\) denotes the frequency index, \(j = \sqrt{-1}\) denotes the imaginary unit, \(\varphi_{d,m}\) denotes the propagation time from the \(d\)th source to the \(k\)th microphone, \(S_d(\omega_f)\) denotes the signal emitted from the \(d\)th source, \(F\) denotes half short-term Fourier transform (STFT) length, and \(N_d(\omega_f)\) denotes the acoustic interferences that comprise the additive noise and reverberation.

There are in total \(M = K(K-1)/2\) microphone pairs. The phase difference of Fourier coefficients on the \((k_1, k_2)\)th microphone pair, \((k_1, k_2)\), is represented as

\[ \psi_{m}(\omega_f) = F(\angle Y_{k_1}(\omega_f) - \angle Y_{k_2}(\omega_f), 2\pi) \]

\[ = \omega_f \tau_{m,d}(\omega_f) - 2\pi h_{m,f} + \xi(\omega_f) \]

where \(\angle(\cdot)\) denotes the phase operation, \(h_{m,f}\) is an integer, \(\xi(\omega_f)\) is the perturbation caused by acoustic interferences, and operation \(F(X, T)\) is defined as

\[ -T/2 \leq F(X, T) = X + T \times n \leq T/2, \]
where the integer \( n \) enables \( \mathcal{F}(X, T) \) to be limited in the range \([-T/2, T/2]\). At speech-dominant bins, the effect of noise signal can be disregarded, and then the time delay for the dominant source can be estimated from the phase difference,

\[
\tau_m^{(d)}(\omega_f) \approx (\psi_m(\omega_f) + 2\pi h_m, f)/\omega_f .
\]  

(5)

It should be mentioned that the subscript \((.,d)\) and the time index for the frequency bin are omitted in the followings.

For widely spaced array, there are several delay candidates at each frequency, the potential time delays are given by a set:

\[
B_{m, f} = \left\{ \tau \mid \tau \approx (\psi_m(\omega_f) + 2\pi h_m, f)/\omega_f , \right. \\
\left. - r_m/c \leq \tau \leq r_m/c \right\} .
\]  

(6)

where \( c \) denotes the sound velocity and \( r_m \) denotes the distance between the \( m \)th microphone pair. The cardinality \( |B_{m, f}| \) may be different from TF bin to TF bin. If \( |B_{m, f}| \geq 1 \), spatial aliasing occurs at this bin. \( |B_{m, f}| = 1 \) indicates that there is no spatial aliasing. If \( |B_{m, f}| = 0 \), the time delay at this TF bin is invalid and it will be disregarded in the following processing.

For the \( m \)th microphone pair, the set of time delay candidates at all frequencies is given by

\[
\Gamma_m = \left\{ B_{m, 1}, \ldots , B_{m, F} \right\} ,
\]  

(7)

where the first frequency is disregarded since it does not contain the information of time delay. The time delay histogram is constructed on set \( \left\{ \Gamma_1, \ldots , \Gamma_M \right\} \) to give the initial DOAs.

### 3. Proposed method

The basic idea of the proposed method is to partition TF bins into several clusters, and then, the DOA of each source is estimated by regression over its associated phase differences. Time delay histograms are firstly used to determine the number of sources and estimate the initial DOAs.

#### 3.1. Initial estimation

By constructing the time delay histogram of the \( m \)th microphone pair using \( \Gamma_m \), the impinging directions and the number of speech sources can be determined, where each significant peak with high occurrence is identified as a speech source. It is expressed as

\[
\hat{\tau}_{m,1}, \ldots , \hat{\tau}_{m, I_m} \right\} = \mathcal{H} \left( \bigcup_f B_{m, f} \right) ,
\]  

(8)

where \( \mathcal{H}(\cdot) \) denotes the histogram operation, \( \bigcup \) denotes the union operation and \( I_m \) denotes the number of distinct peaks. In desirable acoustic conditions, \( I_m \) is equal to the source number \( D \). Under adverse environments, however, \( I_m \) may be greater than or less than the number of real speech sources. The time delays from all microphone pairs are expressed as a set

\[
\Theta = \bigcup_m \left\{ \hat{\tau}_{m,1}, \ldots , \hat{\tau}_{m, I_m} \right\} .
\]  

(9)

In this paper, the DOA is represented by a unit direction vector \( \gamma \), which can be derived from the azimuth \( \alpha \) and elevation \( \beta \) of the source. For a planar array, every two delays \( (\tau_1, \tau_2) \) can determine a DOA, which is given by

\[
\hat{\alpha}_{\tau_1, \tau_2}, \hat{\beta}_{\tau_1, \tau_2} \right\} = \mathcal{G}(\tau_1, \tau_2) , \quad \tau_1 \neq \tau_2 .
\]  

(10)

where \( \mathcal{G}(\cdot) \) is a regression function that is determined by the array topology, the detail of which is given in reference [16]. Although we do not know to which source each time delay in \( \Theta \) corresponds, we can make an hypothesis test to combine every two time delays. Three facts hold truth in these combination-s.

The first case is that the two delays are associated with the same speech source, where the determined azimuth is often distributed around the actual azimuth of this source. The second case is that the two delays belong to different sources, where the function in (10) may have no output or the outputs are randomly distributed. The third case is that the two delays correspond to the same microphone pair where the function in (10) has no output. All tested DOAs are expressed by a set,

\[
A = \left\{ (\alpha, \beta) \mid (\alpha, \beta) = \mathcal{G}(\tau_1, \tau_2) ; \forall \tau_1, \tau_2 \in \Theta, \tau_1 \neq \tau_2 \right\} .
\]  

(11)

The azimuths in set \( A \) are described by set \( A^{(\alpha)} \). We construct a histogram to describe the distribution of azimuths. Based on these facts, each significant peak of the histogram corresponds to a speech source, and the number of sources is determined by counting the significant peaks, as shown in Fig. 1. The azimuth estimation using the histogram is represented as

\[
\hat{\alpha}_{1}, \ldots , \hat{\alpha}_{D} = \mathcal{H} \left( A^{(\alpha)} \right) ,
\]  

(12)

where \( \hat{D} \) is the estimation of the source number. The elevation is determined based on the azimuth. The samples with an azimuth similar to the \( d \)th estimate is given by a set,

\[
A_d^{(\beta)} = \left\{ \beta \mid (\alpha, \beta) \in A, |\alpha - \hat{\alpha}_d| < \delta \right\} ,
\]  

(13)

where \( \delta \) is empirically determined. The \( d \)th estimate of the elevation is given by

\[
\hat{\beta}_d = \frac{1}{|A_d^{(\beta)}|} \sum_{\beta \in A_d^{(\beta)}} \beta , \quad d = 1, \ldots , \hat{D} .
\]  

(14)

Finally, the initial estimate of the \( d \)th source is expressed as

\[
\hat{\gamma}_d = \left[ \cos \hat{\alpha}_d \cos \hat{\beta}_d \sin \hat{\alpha}_d \cos \hat{\beta}_d \sin \hat{\beta}_d \right]^T .
\]  

(15)
3.2. Phase difference regression

The DOAs of speech sources are refined by phase difference regression. The TF bins are firstly partitioned to various clusters by using the initial DOAs as the supervised information and each cluster corresponds to a speech source. So the multiple source localization is simplified to single source localization. The key point is to classify all bins to each source. A distance from a given bin to the \( d \)th source is defined as

\[
L(f, d) = \sum_{m=1}^{M} \left| F(\psi_m(\omega_f) - \omega_f r_m g_m^T \gamma_d / c, 2\pi) \right|,
\]

(16)

where the unit vector \( g_m = [g_{m1}, g_{m2}, 0]^T \) denotes the direction of the \( m \)th microphone pair. Their third dimension being set to zero indicates that all microphones lie in a plane. By using the distance, each bin is classified to the dominant speech source. The classification is expressed as

\[
I'(f) = \arg \min_{d \in [1:M]} L(f, d).
\]

(17)

Accordingly, the bins correspond to the \( d \)th source is given by

\[
\Lambda_d = \{ f | f \in [2 : F], \quad I'(f) = d \}.
\]

(18)

The optimal estimator in sense of (21) is constructed by using the Kuhn-Tucker necessary condition for constrained minimization. The gradient Lagrange equation is given by

\[
\varepsilon(\gamma_d) = \sum_{f \in \Lambda_d} \left| F(\psi_m(\omega_f) - \tilde{\psi}_m(\omega_f), 2\pi) \right|^2,
\]

(20)

subject to \( \gamma^T \gamma = 1 \).

The optimal estimator in sense of (21) is constructed by using the Kuhn-Tucker necessary condition for constrained minimization. The gradient Lagrange equation is given by

\[
Z(\gamma_d, \mu) = \varepsilon(\gamma_d) + \mu (\gamma_d^T \gamma_d - 1),
\]

(22)

where \( \mu \) is the Lagrange Multiplier. When a group of integer \( n \) computed, Eq. (22) can be confirmed to be a concave function with only one minimum. From \( \nabla \gamma_d Z(\gamma_d, \mu) = 0 \), the closed-form solution to DOA is given by

\[
\hat{\gamma}_{1,d} = \frac{\sum_{m} \sum_{\gamma \neq \gamma_d} \omega_m^2 r_m g_m^T \gamma / c}{1 - \sum_{m} \sum_{\gamma \neq \gamma_d} \omega_m^2 r_m g_m^T \gamma / c},
\]

\[
\hat{\gamma}_{2,d} = \sqrt{1 - \hat{\gamma}_{1,d}^2 - \hat{\gamma}_{2,d}^2},
\]

(23)

where \( g_m = [g_{m1}, g_{m2}, 0]^T \).

The error of phase difference is limited in the range of \([-\pi, \pi]\), so the proposed method avoids the ambiguity in the period number of phase.

4. Implementation

The block diagram of the proposed method is shown in Fig. 2, where the histogram analysis has been used twice. One is to estimate time delays of microphone pairs, and the other is to give the initial azimuths in order to estimate the initial DOAs. Spurious peaks in the histograms are smoothed out by a Hanning window. Here, each significant peak is defined as one with occurrence greater than threshold \( \Delta \), which is given by

\[
\Delta = O_{avg} + \eta (O_{max} - O_{avg}),
\]

(24)

where \( O_{avg} \) and \( O_{max} \) denote the average and maximum of the smoothed occurrence respectively, and the coefficient \( \eta \) (\( 0 < \eta < 1 \)) is set by experience. The estimation algorithm is summarized in Algorithm 1.

Algorithm 1 : DOAs estimation

1: Calculate phase differences at all frequencies using (3).
2: Calculate time delay candidates at all frequencies using (5), (6) and (7).
3: Construct the time delay histograms to estimate the pairwise delays using (8) and (9).
4: Calculate the DOAs of every two delays using (10).
5: Construct the azimuth histogram and determine the number of speech sources \( \hat{D} \).
6: Calculate the initial DOAs using (12) - (15).
7: Partition TF bins to each source using (16), (17) and (18).
8: Regression over all phase differences corresponding to each source to estimate the final DOAs using (23).

5. Evaluation

This section evaluates the proposed method by the simulated and real environments. The proposed method was tested using an eight-element uniform circular array. The evaluation focused on the arrival azimuths. The scenarios were simulated using the image source method [17] to control reverberation time. The traffic noise was artificially added to the simulated signal at S-NR of 10 dB. The continuous speech taken from the TIMIT [18] database was used as source signal. The signal was re-sampled to 8000 Hz.

The proposed method was compared with Circular Harmonics Beamforming (CHB) [4], Steered minimum variance (STMV) [19] and MUltiple SIgnal Classification (MUSIC), CHB is a typical sparsity-based method, in which the grid search is conducted to find the azimuths of the bin dominant sources. The speech sources are eventually identified by the azimuth histogram. The STMV is a typical beamformer-based method, which steers the frequency-averaged covariance matrix to various directions. The directions with local maximum coherence are identified as the directions of speech sources. The MUSIC is a famous signal subspace method that tests the orthogonality between the noise subspace and the steering vector by grid search. The CHB and STMV determine the number of sources by counting the number of significant peaks in the histogram or the spatial spectrum power, just similar to the proposed method. Because MUSIC can not determine the number of sources, the number is assumed to be known in all following experiments. CHB, STMV, and MUSIC perform hypothesis grid search at 1° intervals.

The first experiment compared the influences of the array radius and reverberation on performance. Three speakers were
This paper proposes a phase difference regression method to localize multiple speech sources. Because the error of phase difference is limited in the range of $[-\pi, \pi]$, the period number of phase is no longer considered in the regression. The proposed method significantly simplifies regression, especially on large-size planar arrays. Since the ambiguity in the period number of phase difference is resolved by the histogram and the regression, the proposed method can be applied on any size planar arrays.

### Table 1: Performance comparison on AV16.3 data set.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>RMSE</th>
<th>PDR</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF-CHB</td>
<td>4.07°</td>
<td>74%</td>
<td>7.5%</td>
</tr>
<tr>
<td>STMV</td>
<td>3.00°</td>
<td>81%</td>
<td>12%</td>
</tr>
<tr>
<td>MUSIC</td>
<td>0.90°</td>
<td>92%</td>
<td>0%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>1.01°</td>
<td>94%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>
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